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INTRODUCTION

This research study is based on an application of concepts de-
rived from the Yovits-Ernst Modell for a generalized information system.
These concepts and their implications are applied to a management decision
model for a hypothetical production control problem.

The purpose of this investigation is to demonstrate that the
theory of the Yovits-Ernst Model can provide a valid analytical base
from which a precise quantification of the flow of information through a
decislon system can be achieved. An additional goal is to formulate and
to investigate some of the overali implications that may result from such
a quantification.

One of the key features underlying the approach taken in this
research effort is that information is used in order to make decisions.
When viewed as a resource for decision making, information may then be

defined as data of value in decision making. Consequently, the amount of

information contained in a set of data is a function of the amount of

change this set makes or is capable of making in the outcome of the

decision for which it is to serve as a resource. The amount of change

in the outcome of a decision is observable, measurable, and, therefore,
gquantifiable. Thus information may be quantified in terms of its quantita-
tive effect, or potential quantitative effect, on a decision outcome. Also,
since it is reasonable to speak of a minimum observable change in the
results of a given decision, it is also then reasonable to call that

amount of information which is capable of effecting this change a ‘quantum

of information.

lThe Yovits-Ernst Model is described in detail in (8).
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The problem setting consists of a hypothetical production control
decision-making environment in which a production manager must determine,
at the beginning of each production period, the level at which a firm
is to produce its single product for that particular period. The pro-
duction manager has available as a resource an "information system'
which provides him with information about those factors that the pro-
duction manager intuitively feels_he needs to know in order to make the
necessary decision. Clearly, the problem setting is one with dynamic
decision theory characteristics in that the production manager is required
to make a distinct decision at discrete points in time; furthermore, in
a realistic production control environment, it is not unlikely that the
outcome of a given decision will affect subsequent decisions.

A simulation model is constructed to serve as the vehicle for
experimentation., It must be pointed out, however, that whereas simulation
experiments usually attempt to evaluate alternatives via experimentation
with a model of a complex system that actually exists, here the simulation
model is a moéel of a hypothetical situation and is, therefore, actually
the "real world" upon which expérimentation and analyses are performed.

As a result, of course, no statement concerning a positive correlation
with an actual production control environment can be made. (But then such
a statement would clearly be outside the purposes of this study.) It will
be argued, however, that although the experimentation and analyses are
performed in an artificial domain, the insights and the implications
derived are real in that they offer viable correlations and contributions

toward the quantification of information flow in real-world decision systems.




1. THE YOVITS-ERNST MODEL AND THE HYPOTHETICAL PRODUCTION CONTROL PROBLEM

Since the model of a generalized information system provides
the basic framework from which the concepts to be discussed in this paper
were taken, it will be useful to describe this system in some detail in
order to provide the background necessary for understanding the remainder
of the paper. The generalized model is depicted schematically in Figure 1.
The system is comprised of four essential functions. These in-

clude the Information Acquisition and Dissemination function (IAD), the

Decision Making function (DM), the Execution function (Ex)’ and the

Transformation function (T). Virtually all situations involving the flow

of information can be described by this model. These situations would
include the use of information by the research scientist or the develop-
ment engineer, management of a large corporation, command and control of
a military engagement, or such relatively straight-forward and simple
activities as the switching on or off of a thermostat-furnace system.

Personal decision-making problems are described by Figure 1.
It is not even necessary that the decision-making process be a logical
one. This model is applicable when decisions are completely irrational,
as may frequently be the case. Each of the four functions is seen to
collect, store, operate, and disseminate.

In any realizable and operational system, all the indicated
functions must be present, and they must be considered together in order
to understand information flow or in order to establish principles,
relationships, or guidelines for information flow. Just as in the analysis
of any system, suboptimization or consideration of the functions in-

dependently may yield misleading or incorrect results.
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In particular, the DM function is a most important one and is
established as the key consideration in the entire information flow process.
The DM function represents any system component accepting an input from
the IAD and providing an output to the Ex. The DM may be an individual
person, an organization, a man-machine system, or simply a machine system.
In all of these cases, the DM transforms information into courses of action
which are subsequently 'executed" into observable actions. The input to
the DM is information, some of which may be stored or held in memory.

The DM makes decisions on the basis of the information available at some
particular time. However, it is assumed that decisions are always made
individually, serially, sequentially, or in parallel and, of course, the
decision-making process may be delayed. Tﬁis is usually the case when
more information is necessary. But, at any rate, the decision maker is
responsible for the generation of observable actions and will eventually

make decisions that will lead to these actions.

1.1 The IAD

The Information Acquisition and Dissemination device collects
data from the external economic environment and data that are transformations
of the observable outcomes of previous decisions. More generally, the IAD
interfaces with the ''real world" and, therefore, has at least some
possibility of collecting data about those phenomena that will ultimately
affect the outcome of the next decision. At any rate, the IAD operates
on the collected data by filtering, weighing, analyzing, restructuring,
etc., and eventually emits two signals xt and yt to the DM. These signals
are time-dependent predictions about the state of the external economic

environment and about the state of the transformation space consisting




of all possible configurations of the feedback data.

Notationally, define E to be the external economic environment
space (i.e., the set of all possible states or configurations of the
external economic environment) and R the transformation or result space
(i.e., the set of all possible states or configurations of the feedback
data). It is assumed that both E and R are finite sets of discrete states.

In this specific problem setting, it is assumed that the IAD
analyzes all data and restructures it in terms of two indices: 1) a
feedback data index xte X where X is the set of signals gbout the result
space R and 2) an external economic environment index yte Y where Y is
the set of signals about the environment space E. Generally, it would
be feasible to think of X, and Ve each as a composite index based on a
function of several variables. For example, the value of the feedback
data parametur x might be a function of inventory level, sales, labor
situation, raw materials, etc.

The relationships governing the transformation of the collected

data into information (i.e., the signals x,_ and yt) by the IAD can be

t
made more precise if these phenomena, no matter how intuitive and abstract
they might be, are interpreted as mappings from a space consisting of the
true states of nature into a space consisting of signals about the true
state. These mappings are said to be "information structures".2 This
seems quite compatible with the notion discussed previously concerning

the fact that the IAD interacts with the true state of nature but is

capable of emitting only its interpretation of that state. Furthermore,

this notion also seems quite consistent with the truism that rarely is

2As discussed by Li in (6).
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information emitted from an information system 1007 correct. It is usually |

the case that there is a degree of uncertainty present concerning the

state of nature.

A Ay

seem, is precisely the IAD's inability to interpret perfectly the true

be assumed that no uncertainty accompanies the signals disseminated by

the IAD (i.e., the information structures to be discussed are assumed to
be perfect interpreters of the various states of nature). If the infor-
mation structure I
to the signél space Y and if IX related the result space R to the signal

space X, then Figure 2 schematically represents the activities of the IAD.

correctness of the information; the source of this uncertainty, it would

However, for the sake of sensitivity analysis, it will

is the mapping that relates the environment space E

é external economic
; environment
1 IAD oM
I, B > ¥ v, 5
i IX tE > X xt >
f
1
E feedback data
FIGURE 2.
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1.2 The DM

At a given decision opportunity the decision maker (DM) has
available timely information as a resource; hence, the input into the
DM is information about the uncontrollable state of the external economic
environment and the (relatively) controllable state of the result space.
This information is in the form of the two signals X, and Ve The DM
then utilizes these two time-dependent decision parameters to determine
that production level q, for the tth production period that he believes
will prove to be optimal (iﬁ the sense that given the state of nature

indicated by the parameters x, and yt, then producing at level qt will,

t
according to the DM's conception of how these parameters are related,
yield the maximum utility to the firm). This process occurs according
to the relationships embodied in the DM's predictive model; that is,
the DM has a conception (however intuitive it might be) about how the
input parameters he receives are related to the predicted optimal pro-
duction level. This phenomenon can be made precise by saying that a
production function f(xt,yt) = q_ constitutes the DM's predictive model.

It is worthwhile.to point out that the DM may well have more
than one predictive model at his disposal. 1In this instance, an alternate
production fqnction g(xt,yt) = q, would constitute such a model. At
a given decision opportunity, the DM may utilize only one such predictive
model. However, for a set of decision opportunities, the DM may, according
to some predefined strategy, utilize both models at different points in
time.

Upon calculating the predicted optimal production level q.>

this function value is then compared to the known production level

11




qi—l for the last period. If we define (Aq)t = lqt—qz_l[, then we shall

assume that the DM deterministically decides to raise or lower the pro-
duction level by (Aq)t as is necessary to reach q.- Though we are re-
stricting the discussion at this point to this single "identity decision
rule," it is quite feasible that the DM has alternate decision rules
available. For example, if the DM feels that the predicted optimal
level has been on the conservative side, his decision rule might consist
of altering the production level by k(Aq)t where k is some real number
greater than 1; obviously, if the situation warranted it, a more complex
function of (Aq)t could constitute the decision rule.

At this point it is clear that three things influence the
actual decision-making process performed by the DM: 1) the information
available (the input signals); 2) the predictive model used; and 3)
the decision rule used. There is an sbvious interdepeﬁdence between
(2) and (3) above, as is evidenced by the fact that, if the decision rule
is fixed, the ultimate course of action decided upon is, in essence,
completely determined by 9y the output of the predictive model. A pre-
cise description of this "interdependence" is not, at this point, the
purpose of this study. Hence, for the time being, it is sufficient to
realize that together the DM's predictive model and the associated de-
cision rule constitute a decision process that is essentially a mapping
from an information space X x Y into an action space consisting of all

the possible changes in the production level for the next period.

Figure 3 schematically portrays the DM.




DM

jqux x Y > Q] D:Q -+ AQ

predictive decision
model rule

It has been implicitly assumed that before this whole dynamic
decision process began, the DM (or his consulting information scientist!)
specifically determined that the information he needed as a decision re-

source at each decision opportunity is precisely the values of the para-

meters xt and yt (or, at least, the IAD's interpretation of these values).

Hence, L and Ve constitute the decision parameters for the process. As
is well-known, the precise determination of what parameters are relevant
to a decision process is a formidable problem in itself that is outside
the scope of this study. However, if these ﬁarameters are known, then
the determination of which items in a set of data are relevant (that is,
which items will ultimately be of value to the DM in the sense that they
are capable of effecting a change in the observable outcome of the de-
cision process) is precisely one of the purposes of this study. In view
of this, it is worthwhile to note that the IAD should send to the DM only
that information which the DM needs to make the decision; anything else
would be irrelevant and/or redundant if it was not, in fact, potentially
capable of influencing the observable outcome of the decision. Hence,

the IAD (which most literature labels' "the information system'") should




-11-

be designed according to the requirements of the decision-making situation

at hand.

1.3 The Ex and the T Components

In the context of this problem, the Execution (Ex) component
would consist of the physical production plant. This component of the
system is charged with implementing the desired course of action decided
upon by the DM. This implementation may take place perfectly (no uncon-
trollable environmental interference) or imperfectly (uncontrollable
fluctuations of the environment intervene).

For the sake of simplifying the analysis, the Transformation
(T) component, assumed to be fixed, perfectly transforms the observable
outcomes of the decision into financial accouﬁting data, utility data,
or whatever. In reality, there may be many "transformers' performing
this function: the firm's warehouse, sales office, personnel department,
etc. Functionally, however, it is possible to think of this component
as perhaps an accounting function where a team of accountants gather all
the observable manifestations that occur as a result of the last decision
and convert or restructure them into financial accounting data (or into
utility measures of one sort ér another if the firm's overall optimality
criterion embodies subjective features that cannot be expressed in terms
of dollars and cents). Also, it is noteworthy that the T component does
no filtering; it sends the transformations of all observable results to

the IAD.
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2. QUANTIFICATION OF INFORMATION FLOW

In a realistic production environment there will be, dependent
upon the current production level, a certain change in production such
that below that change it will not be profitable for the firm to alter
the production level-- for such reasons as the fact that the "set-up
costs'" are likely to outweigh any potential gain in revenue. More pre-
cisely, if this change in production for production period t is denoted

by (Aq):, then the minimum profitable change is given by (Aq): = h(qt_l)

where 9oy is the value of the production level for period t-1 and h is
the function relating the two. This phenomenon provides the means necessary
for establishing, for each decision parameter, that smallest quantum of
information which is ultimately capable of effecting a change in the ob-
servable outcome of a decision. This unit of information will be called
an "informon".

In terms of the decision parameter xt, we can then define an
x ~informon as the minimum change in x (i.e., (Ax)t = |xt-x2_l|) at time
t that will effect a change in the observable outcome of the decision.
Note that (Ax)t is that minimum change in x (we are implicitly assuming

o . . o
that decision parameter y remains constant; i.e., Ve = =y ) that

o
Ye-1
will produce a change in the production level (Aq)t at time t that is

greater than or equal to the minimum profitable change (Aq):. Hence, the

o
- * 3 0 * = - . s
xt informon (Ax)t is given by (Ax)t |xt xt—l' where x  1is the minimum

. _.0 * -a° =
value of x for which lqt qt—ll > (& q)t. (Note that Iqt qt—l'
lf(xt,yo)—f(xz_l,yo)' if the DM is using the predictive model described

"o o o o . . .
by f(xt,yt) and |qt—qt_l| = lg(xt,y ) - g(xt_l,y )| if he is using a

different model described by g(xt, yt).) Consequently, with respect to




the decision parameter xt, a quantitative measure of information has
been established. Note that the fundamental quantum of information which

has been called the informon is both situation-dependent (it depends

upon the decision process) and time-dependent. The time-dependence of

the informon stems from the fact that the so-called minimum profitable
change (Aq): is time-dependent; this 1s mainly due to the fact that it
is unlikely that the set-up costs incurred when changing the production
level from 5 to 15 are i1dentical to those incﬁrred when changing the
level from say 105 to 115, although the amount of change is the same.

In terms of the decision parameter X the amount of information
(%) contained in a data set S which will yield a change in the parameter

value of (Ax)t = [xt—x0 at time t is given by

e-1l
o, [8(x) 1 = foO if (bx), < (bx)*

t
(8x) .

zzgjf if (Ax)t 3_(Ax)§

wbhare (Ax)t is the value of the x-informon at time t.
Again, it is significant to note that the amount of information in a
data set has been defined so that it is both time-dependent and situation-
.dependent. The important point is that information can be defined in a
relative way rather than in the absolute way in which it is defined in
communication theory.

An analysis for the decision parameter yt would parallel the

above analysis for X .

Consider the following examples:
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Example 1
: = + +
given q, 2xt Syt 6
(Aq)t = 3 for all t
o _ o _ o _
X = 5, Ye-1 3 so that 91 31
then: the xt—informon is given by (Ax): = 3/,;

2

*
the yt—informon is given by (Ay)t = (Aq)t' = 3/5
5

Given a data set S that will produce a change in X, given by

(Ax)t = 10, then the amount of information contained in this data at time

t is
: o [S(ax) ] =_10 = _10 = 6%/3 x -informons.
S t (Ax)t (3/2)
Example 2
2 2 :
given: q, = f(xt,yt) =X, + 2xtyt + 3yt + 4xt +5yt + 6

* = =
(Aq)t h(qt_l) .Olqt_l + 5

X0 . =
t-1

What is the xt—informon?

9, yi_l = 10.

£ ( ) = £(9,10) = 653

Qo1 T Py V-1
(Aq)g = h(653) = 11.53

If(xt,yo) - f(xi—l’ yo)l z,(Aq): implies that

X2 + 24x, - 308.53 > 0

a bt

Solving the equality yields two roots for x 9.25 and -33.25.

-

" ?’ Hence, the xt—informon is given by

(ax)* = min(]9.25-9(, [-33.25-9]) = .25.




DECISION
PARAMETERS
* * *
(xi) X (Axn)1 (Axn)2 (bx_)*
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This value implies that any piece of data that indicates a
minimum change of .25 in the value of the decision parameter X, for the
tth production period will effect a change in the observable outcome.

A similar analysis for Ve indicates that the yt-informon is
given by (Ay): = min(i10.07—10|, |-17.73-10]) = .07. Hence, any piece
of data that will change the value of Ve by .07 or more is, in a sense,
"relevant" at time t.

Given a data set S that will produce a change in x given by .

(Ax)t = 10, then the amount of information contained in this data set at

time t is
o [S(Ax)t] = 10 = 10 = 40 xt—informons.
e (bx)% 75

For a given decision oppoftunity and for a given situation
(i.e., a given predictive model-decision rule configuration), it is
possible to notationally represent the pertinent informons by a column

vector which we may call the informon vector: !

*

(2x)#

*

(by)¥
If we consider a finite planning horizon of m periods and a situation
with n decision parameters, then for a given predictive model-decision

rule configuration we have an n x m informon matrix:

DECISION OPPORTUNITIES (t)

1 2 . .o m
%
X, (Axl)f (Axl)2 .o (Axl)ﬁ
X, (sz)f (Ax2)§ .o (sz)ﬁ




Before proceeding to the analysis of a precise example of such
a decision system as has been discussed, it may be worthwhile to pause
and take note of the following points:

1. "information" has been tied to a measurable set of observable
outcomes and can, therefore, be measured in terms of physical
quantities;

2. "information'" has been implicitly defined in a generalized
and relative (timc-dependent and situation-dependent)
manner;

3. the amount of information contained in a data set has

been defined;

4. an informon or quantum of information has been specified;

5. the value or relevance (in terms of informons) of
information with respect to a given decision has been
implied;

6. a notationally convenient method of representing the

informons in a dynamic decision-making situation has been

suggested.

13
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3. A PRECISE DESCRIPTION OF THE MODEL USED

In ordexr to gain a better understanding of the concepts discussed
in the last section, a specific example, from which numerical data can be
generated, will now be formulated by defining a set of arbitrary functional
relationships among a set of hypothetical parameters that might be involved
in a production control problem.

Suppose that the external economic environment space is a
Cartesian product set D x S, where D is the set of all possible states
of the Dow-Jones Average (where a '"state'" is the actual average rounded
to the nearest 25 points) and S is the set of all possible states of the
sales price of the firm's stock (where a "state" is the price rounded to
the nearest $5). TFurthermore, if the Dow~Jones Average and the stock
sales price at decision opportunity t-1 ére known to be dt—l and St-l
respectively, then it will be assumed that the state transitions between
time t-1 and time t occur according to the following transition functions:
/dt—i -50 points with probability .05

d -25 points with probability .20

points with probability .50

d +25 points with probability .20

d 405 points with probability .05

+ 5

+10

dollars

dollars

dollars

with probability
with probability

with probability

S._1 -10 dollars with probability .10
{Stl - 5 dollars with probability .25

20

.30

.25

.10
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Also, the environment space information structure Iy:DxS - Y
maps these basically uncontrollable external environmental parameters
onto a signal yte Y according to the function

Iy(dt’st) = dt/lOO + st/lO =y,

Looking now to the result space, suppose that this space is
a Cartesian product IxRxL where I, R, and L are the sets consisting of

all possible inventory levels, raw materials levels, and labor available

levels respectively. The elements (it’ T lt) € IxRxL of this Cartesian

t’

product set are controllable in the sense that each depends on and is
determined by the action taken at the last decision opportunity:

1t =’1t—l + .20 (Aq)t_l
Ty T Tl e (B) oy + 475

lt = lt—l + .40 (Aq)t_l
Furthermore, assume that the result space information structure Ix:IxRxL > X
is defined by

Ix(it’rt’lt) = .Ait + .084rt + .2(lt) = x,
Notice that both information structures Ix and Iy have been defined
deterministically so that both infallibly emit the same signal each time
the same set of input conditions occur.

The decision maker (DM), upon receiving the emitted signals
xt and yt utilizes his predictive model to determinevthe exact level at

which the firm should produce during production period t. Initially, it

will be assumed that the DM's predictive model is defined by the production

fﬁnction
f(xt,yt) = 3xt + 10yt = qt. |
If there is to be a means of evaluating and comparing alternatives,

the firm's payoff function must be specified. The firm will be assumed to

21



be a utility maximizer. The utility function U is a function of the

decision "outcome" (in the classical decision theoretic sense of the word),
which is, in turn, a function of the course of action (i.e., the desired
change in production (Aq)t) selected by the DM and the state of nature
(as reflected by the changes in the parameters d, s, i, r, and 1). The
exact form of the utility function U and its derivation are given in
the Appendix.

Incidently, although the precise form of the utility function
is arbitrary in this case, the function was formulated so that the firm
will be proportionately rewarded for taking those actions which intuitively
seem favorable in view of the possible changes in the environmental
parameters. For example, an increase in production in view of a sub-
stantial rise in the Dow Jones Average would be rewarded in proportion
to the magnitude of the increase while a decision to decrease production
would be similarly penalized. All environmental changes must be con-
sidered together of course, to determine the ultimate utility of a given
decision. The scale factors provide that a maximally favorable outcome
will be reflected by a utility of 1.0 while a maximally unfavorable
outcome will be indicated by a utility of -~1.0.

Now, if the minimum profitable change is assumed to be 27,
the action decided upon via the decision rule is either to alter the
production level during the tth period by (Aq)t = 4,791 (if (Aq)t z_(Aq):
.02qt_l) or to maintain the same production level (if (Aq)t < (Aq): =

.02qg ). Notice that, in accordance with the definition of an informon

t-1
for each decision parameter, one xt-informon at time t is (Aq): ~and
3

one'yt-informon at time t is (Aq): » Again the "situation-dependence"
10

22




of the informon is emphasized.
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4., EXPERIMENTATION

Now that a precise mathematical description of the production
control decision system under consideration has been given, the specification
of starting conditions at time zero will initialize this dynamic decision-
making system.

Since the hypothetical production control system described thus
far has been postulated with knowledge of the fact that a simulation of
the system is to serve as the "real world" in which the study is to be
conducted3, it is readily apparent that it is possible to construct such
a simulation that represents the system with perfect accuracy. The
simulation in question was written in FORTRAN IV and, in its most basic
form, consisted of approximately 150 FORTRAN statements. As each of the
experiments to be discussed was performed, the basic simulation was en-
riched modularly.

Before commencing the discussion, it should be made clear that '
the purpose of the experimentation ahd the resulting model enrichment was
not to make the model more operational and/or more applicable to an actual
production control environment, but rather the purpose was to investigate ‘
the feasibility of maintaining a meaningful quantification of information
flow under varied conditions.

It should also be pointed out that each time a change in the
basic model was made, the resulting simulation whose results were analyzed
to determine the effects of this change consisted of 25 three-year periods

in the life of the firm (where the production period was taken to be one

3See the comments in the Introduction regarding the role of simulation
in this study for further clarification.
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month). Hence, any figures given in this section were arrived at by ana-
lyzing the results of sensitivity analyses. It is believed that sufficient
care was taken to insure that starting conditions and operating functions,
conditions, parameters, etc. (except that paréﬁeter being analyzed, of
course), were identical. Consequently, although it has beeh indicated

that the purpose of experimentation in this case is, in a sense, more
qualitative than éuantitative, any figures given are the results of

carefully controlled sensitivity analyses.

4.1 An Alternate Predictive Model

In section 1.2 it was noted that the decision maker (i.e., the
production ma#ager) may well have an alternative conception about how
the input parameters or ''signals' he receives are related to that production
level that he predicts will prove to be o?timal. More precisely, the DM
may have an alternate predictive model; an alternate production function
g:XxY » Q would represent such a model.

If g is defined by

g(x,y,) = 2x + 12y = q,

the DM now has available two different production functions which can be
used to generate the predicted optimal production level 9.- At a given
decision opportunity, only one such m&del may be utilized. However, for
a set of decision opportunities, the DM may, according to some predefined
strategy, utilize both models at different points in timé;

The quantifiéation of information flow described in éection 2
explicitly points out the "situapion—dependence" of the value of that
fundamental quantum of information called the "informon'". Hence, the exact

value of the informon at a given decision-making opportunity is a function
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- of the decision process in question (recall that the informon is time-

dependent, too, however). Consequently, if predictive model G (i.e., the
model described by the production function g(xt,yt) = qt is used, the

value of the informon for a given decision parameter at a given decision

.opportunity will, in general, differ from the value of the informon under

predictive model F. (Predictive model F is that model described by the
production function f(xt,yt) = q,» as defined in Section 3.)

The results of two simulation runs, in each of which the DM
utilized either predictive model F or predictive model G exclusively,
indicated that predictive model F was superior to predictive model G in
'that it resulted in a significantly gfeatgr utility yield to the firm on
the average. Furthermore; the imposition of an arbitr;ry "mixed strategy"

(whereby the DM uses at time t that predictive model which either did or

would have generated the more favorable production level at time t-1) by

which the DM could use either of the two predictive models resulted in a

substantially more favorable outcome to the firm than either of the 'pure

" strategies'" discussed above. Although it is of only minor significance

here, the exact results of the three runs are reflected by the following:
(a) using predictive model F exclusively, the DM gained an average utility
per decision opportunity of .09 "utiles"; (b) using model G exclusively,
the DM lSii .05 utiles per decision opportunity; (c) using the mixed
strategy, the DM realized an average gain of .38 utiles per decision oppor-
tunity.

The significance of this pérticular experiment lies in the fact
that a precise and meaningful quantification of information flow was
maintained in this situation where the production manager had an alternate

production function available.

Do
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4.2 The Addition of Uncontrollable External Environmental
Intervention to the Execution (Ex) Function®

Until now it has been tacitly assumed that the desired course
of action selected by the DM is perfectly transformed into an observable
outcome (i.e., the Execution component has been interpreted as an identity
mapping with no uncertainty attached). Since it is often the case that
the actual implementation of a desired course of action may, in fact, be
less than "perfect" and less than "certain'", a stochastic routine was
incorporated whereby uncontrollable external environmental perturbations
(e.g., power failure, strike, etc.) sometimes intervened to prevent com-
plete and/or perfect implementation of a desired course of action.

As a result of this addition, the more realistic situation
arises in which the DM (or the firm) is rewarded or punished not- for
the course of action decided upon, but for that part of the desired
course of action that was actually implemented or for the degree to which
the desired course of action was "executed".

The occurrence of this uncontrollable intervention has certain
ramifications which affect the setting in which the subsequent decision
opportunity occurs. (Only a first-order effect ié assumed at this point.)
Specifically, the occurrence of this event affects the subsequent state
of the result space R in that it affects the inventory level (1), the raw
materials level (r), and the labor availgble (l).5

Intuitively, one would expect that the transformed data generated

4Section 4.5 further refines this enrichment of the model and deals with

it in a slightly different context.

5Refer to Section 3.

N
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after such an uncontrollable environmental intervention occurred might
contain more information with respect to the subsequent decision opportunity
than would be the case had the intervention not occurred. Analysis of the
pertinent simulation results revealed that this was generally the case.
The principal reason for this phenomenon is simply that because of the
intervention the production level is likely to differ more from that level
believed to be optimal than it would had the intervention not occurred.
Consequéntly, since the fundamental unit of information has been defined
in terms of potential effects on the observable outcome of a decision,

the DM, if he is to act in a corrective manner, is likely to have an
increased number of informons available in the data set including the
transformed data. (The implications of these concepts are discussed
further in Section 4.5).

It is clear that the addition of this uncontrollable environmental
intervention routine into the Execution component does perturb the whole
production control system and that the exact nature of this perturbation
is reflected in a precise manner by the quantified information flow.

4.3 The Addition of Dynamic Adjustment Capabilities
to the Decision Maker's Predictive Model

After a decision has been made to alter the production level by
a given amount and after the action has been executed, the firm then receives
a "payoff" -- the utility associated with the executed action in view of
the now-known state of nature. Once this true state of nature is known,
thebDM can determine, in retrospect, that optimal change in production
(Aqopt) that would have maximized the payoff under this state of nature.

Basically, the dynamic routine added to the simulation allows the DM

R
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to determine Aqopt after the fact (i.e., after he knows the outcome of
the decision he made based on his interpretation of the then-unknown
state of nature). Then the DM can dynamically adjust the coefficients
which describe his predictive model so that if similar input conditions
occur at a subsequent decision opportunity, the DM is likely to act in a
manner that will yield a greater payoff.

To incorporate this dynamic routine for a given predictive
model, it was necessary to impose an additional constraint on the system.
To prevent the contingency in which the dynamic adjustment process might
determine that the optimal production change would have been excessively
large, it provéd advantageous to put a ceiling on the allowable production
change. Hence, as well as the Minimum Profitable Change of 27 (as dis-
cussed in sections 2 and 3), it was arbitrarily assumed that the Maximum
Profitable Change is 15%. This constraint, or a similar one, does not
seem unrealistic from a production systems point of view.

For a single predictive model, the quantified information flow
was changed by the addition of this dynamic adjustment routine only in
that the predictive model coefficients, as used in the determination of
the informon for each decision parameter, became time-dependent variables.
Rather than creating a problem in the quantification, however, this
phenomenon merely serves to further emphasize the time-dependence of the
informon as previously discussed (see Section 2).

Testing the decision system with the dynamic adjustment routine
and comparing the payoffs received with those received from the system
without the routine, it was found that, on the average, the dynamic
adjustment capability permitted the firm to realize a 65% increase in pay-

offs received.
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4.4 The Addition of a New Information Source |

Up to this point it has been assumed that all of the potential
information sources that are pertinent to the production decision system
are known. The resulting quantificgtion of information flow has then been
based on the degree to which information derived from these sources affects
or is capable of affecting the outcomes of production decisions. With
respect to the quantification established on these bases, it is reasonable
to ask if this quantification will remain meaningful if a new information
source is intréduced and/or discovered. To investigate this possibility,

a new information source was hypdthesized and injected into the system.

Previously the firm in question has made its production decisions
independent of any competitor. Now, however, for the sake of giving the
proposed new information source a name, it will be assumed that the firm

"discovered that it must in some way 'react" to the competition (e.g., if
the market situation is duopolistic, the firm must shift from the "leader"
role to the "follower" role so that the production level will be, in part,
a function of the competitor's behavior). At any rate, it will be assumed
that the pertinent behavior of the competition that could potentially
affect the firm's production decision at decision opportunity t is

reflected by a competition index Cpr

The basic dichotomy, established previously between information

sources which are external to the firm (i.e., "'subclasses" of the external
economic environment space E) and those which are intermal to the firm

(i.e., "subclasses" of the result space R) permits the new information

source to be classified as an obvious external source. With this in mind,
the information structure Iy which maps elements of E into the signal space

Y can now be thought of as being a function of dt’ St, and cy instead of

ERIC 30

s




-30-

just dt and s, as before.

The establishment of arbitrary relationships for both a
stochastic transition function for c, and the effect of ¢, on the external
economic environment signal Ve (via the information structure Iy) allowed
this new information source to be incorporated into the system model.

Experimental results indicated, as is obvious, that the new
information source changed the amount of information available at a given
decision opportunity. However, it is less obvious and more significant
to note that the way in which this quantity of information was determined
remained unchanged. Specifically, the determination of the fundamental
gquantum of information (the informon) for a given decision opportunity

depends on only the known information sources (or the effects information

from these sources is known to have in terms of potentially altering

e

the production decision outcome) and is unaffected by the presenées of
new information; the exéct number of quanta present at that same decision
opportunity will, however, reflect the presence of the new information.

In view of the avove comments, it can be seen that the basic
framework given previously (principally in Section 2) for quantifying
the information flow in this system does permit the influx of new
information. Furthermore, this framework is capable of dealing with this
new information in a meaningful, quantitative manner without the necessity
of redefining those basic formulations which actpally define the quantifi-

cation process,

6See Sections 1.1 and 3 for a more complete discussion of the relationships
previously established among these parameters.
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4.5 Dealing with the Effects of Executional Uncertainty

In section 4.2 the source of uncertainty concerning the Execution
function (Ex) was an arbitrary but known stochastic routine which resulted
in an uncontrollable environmental intervention which sometimes perturbed
the execution of a desired course of action. Although this perturbation
was made known to the decision maker (DM) via feedback, it was implicitly
assumed that the DM did not really utilize this data in any meaningful way
except to adjust his interpretation of the subsequent state of nature.

At this point a stochastic, but unpredictable, routine was
added to the model which simulates limited uncertainty in the Execution
function (whereas before the routine simulated risk; i.e., the probability
distribution of the "states of intervention" was known). Furthermore,
the DM, although unable to predict explicitly beforehand when the un-
controllable intervention would occur, is informed via feedback, after
a time lag of one production period, that intervention did occur (i.e.,

a binary signal), and, after a time lag of two production periods, the
exact amount of the intervention or perturbation. Specifically, the fact
that an uncontrollable perturbation in the execution of a desired pro-
duction change occurred at time t is made known to the DM at time t + 1,
but the exact amount of the perturbation is assumed to be unknown until
time t + 2. Hence, the DM, required to respond to the perturbation in

a corrective manner at time t + 1, can only make a prediction about the
exact amount of the perturbation.

To allow the DM to function in this "uncertain situation", a

memory element has been added to the decision-making function. Specifically,

the DM, when required to take corrective action at time t + 1 concerning

a perturbation of an unknown degree that occurred at time t, can "remember"
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the past perturbations that have occurred and can therefore "predict'" that
the perburbation at time t was the arithmetic mean of those past perturbations.
At time t + 2 the DM can then update his memory element by recording the
exact degree of perturbation that actually occurred at time t. Furthermore,
the DM can then input this information into the routine which dynamically
adjusts his predictive model.7

The uncontrollable intervention discuséed above was allowed to
perturb a desired production change at an arbitrary 207 of the time. The
exact amount of perturbation was a random percentage of the desired change.
It seems doubtful that, in a realistic sense, the production level would
be uncontrollably increased by external intervention--hence, the justification
for a percentage decrease. Of course, it must be pointed out that a "ramdom
percentage decrease' actually implies a uniform distribution and, as such,
definitely connotes risk (rather than uncertainty, as mentioned previously)
from the viewpoint of one outside the system. However, since this property
is now known by the DM (unless a "very large number' of decision opportunities
are considered =-- in which case the operation of the memory element would
allow the DM to "learn" the mean of this uniform distribution as he closed
in on a standard corrective response of (.50) times the previously desired
production change), it is argued that the DM is functioning under conditions
of limited uncertainty with respect to the execution function.

In regard to the experiment concerning this feature of the model,
two specific sensitivity analyses were performed. The purpose of the
first was to measure the effect in terms of utility of the corrective action

taken via the functioning of the memory element exclusive of the dynamic

7This routine is described in Section 4.3.
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adjustment process; the purpose of the second analysis was to measure the
same affect coupled with the dynamic adjustment process. The results of

the first analysis showed that the corrective action increased the utility
gained by the firm in a three-year period by an average of 0.38%; the results
of the second analysis showed an average gain in utility of 0.77% per
three-year period. The conclusion is that this feature, an obvious enrich-
ment in the overall decision model, is a vital contributor to the firm's

goal in that it results in a greater return in terms of utility.
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RESULTS OF THE SIMULATION

A specific dynamic decision-making problem cast in a management

information environment has been posed, elaborated upon, simulated, and

analyzed in some detail. The following characteristics are inherent in

the structure of this decision system:

In this limited problem setting, several important results have been achieved.

situation-dependent) manner; the definition is broader and seemingly more

a)

b)

d)

e)

£)

multiple stochastic inputs including both uncontrollable
and controllable parameters;

alternate predictive models are available to the DM;
although the DM is restricted to one decision rule, the
number of different courses of action that can result
from the predictive model-decision rule configuration

is countably infinite;

uncontrollable environmental fluctuations may prevent the
desired course of action from being implemented;

certain second-order feedback features have been added to
permit the system to possess dynamic adaptability
characteristics;

multiple observable actions result from the action taken

at each decision opportunity.

Information has been defined in a relative (time-dependent and

useful than the absolute, context-free definition posed in communication

thoery.

(Reference 5), information is "data of value in decision mzking" --that is,

In accordance with the concepts discussed by Yovits and Ermst

data that are of some useful resource in the decision-making problem at

hand.

Furthermore, a method of determining the amount of information




contained in this identical data set may be sharply reduced or even nil.

Also, that data which may be of value in one decision-making situation may
be of no consequence whatever in another decision~making situation; hence,
even at the same point in time, two identical data sets may not contain
the same amount of information. It is argued that this relative way of
defining information is considerably more useful than the engineering-
aspects—only approach taken in communication theory.

A precise quantification of the flow of information through a

decision-making system has been achieved and a quantitative analysis of

the interrelationship gf_information and decision making for a given pro-

blem has been performed.

In the simulation the variable TQUANT is the arithmetic sum at
time t of the number of xt-informons and the number of yt-informons (i.e.,
TQUANT is the number of "total informons' available to the decision maker
at time 't as a result of the changes of both the decision parameters

x,_ and yt). Clearly, if either x

t or vy, remained constant, a meaningful

t
quantitative analysis of the relationship between the actual decisioﬁ
making and information could be performed examining only YQUANT (the num-
ber of yt-informons contained in the disseminated signal yt) or XQUANT
(the number of xy-informons contained in the disseminated signal xt)
respectively. However, as the many trials of the simulation concur, this
is rarely the case so that some sort of composition of all the pertinent
informons must be examined: in.this case that composition is the value
indicated by TQUANT. (Note that it is highly doubtful that the simple
arithmetic sum of the informons of all the decision parameters will

generally yield a meaningful correlative index between information and

decision making as, it will be shown, it does in this instance. Almost
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certainly this particular form of TQUANT is a result of the linear functiomns
(e.g., q, = f(xt,yt) used to describe the system.)

Referring now to the sample 36-month simulation given in Table 1,
notice that the decision process results in a change of the production level
(i.e., DELTQ # 0.0) if and only if |TQUANT| > 1; this occurs only at months
5, 10, 13, 16, 19, 24, 26, 27, 34, and 36. (This relationship holds true
for a whoie series of simulations performed using only predictive model F
(i.e., before the problem setting was enriched by the introduction of a
alternative predictive model). Thereafter, the correlation is imperfect
whenever the DM changes predictive models; this is clearly the result
df "situation-dependence" of the informons and simply indicates that a
more sophisticated function need be developed for finding TQUANT in such
a way as to restore the perfect correlation discussed at the beginning of
this paragraph.) Furthermore, this phenomenon is perfectly consistent with
the definition of an informon; that is, whenever | TQUANT| > 1, the infor-
mation that generated this value contains no "total-informons" in the
sense that no action to change the production level will result. Hence,
although the presence of information is indicated by any non-zero value
of TQUANT, the information is relevant or of value (i.e., it will affect
the course of action selected) when (and only when) |TQUANT| > 1, since
only then does the composition of all the information contain at least
one '"total-informon."

Also note that the degree of relevance among those sets of
information generating values of TQUANT whose absolute values are greater
than or equal to one is indicated. For iﬁstance, during months 24 and
36 the values of TQUANT are 1.84 and 1.22 respectively. The information

that generated the value of TQUANT of 1.84 was more relevant or of more

37




‘T F19V1L

TT LL% T'LL% TC2°T %1°0 TI1°€ S%°0 [0°66 00Z 19% 0S /O0'T €6°0 O00°T 00°8T 0CT 009 €6 99% gg
‘0 99% 6°69% ¥%°0 O0T°0- TI'€ TE'0- T1€°86 00T ¢S%¥ 0S5 %S°0 €6°0 0S°0 0S°LT STIT 009 €°6 99% ¢
T7T-99%  6°G9% LSTT- TETT- T2°€ TT°%- 79'86 90T 6T% €S 97°0- 96°0 ST°0- 00°LZI OTT 009 9°g 8% %€
0 8% 6°%L% ¥9°0- 9T°T1- TC°€ TL°€~ €1°66 90T GE¥ €S TS0 96°0 0S°0 SL°LT STT ST9 9°6 T18%  ¢¢
0 8% % 1I8% %0°0 00°T- TZ°€ 0CT°€- €9°66 90T T¥% €S %0'T 96°0 0Q0°T GZ°8T 0CT S29 9°6 18% z¢
‘0 187 6°¢8%7 0C°0 ¥8°0- TZ°€.0L°z- €T°00T 90T L¥% €S %0°T 96°0 00°T GZ°8T O0CT S79 9'6 1I8%Y T¢
‘0 187 6°9L% T%°0- 89°0- TZ'€ 0C°¢- ¥9°00T 90Z €S%¥ €S 92°0 96°0 $Z°0 0S*LT STIT 009 9'6 187 of
‘0 8% 6°GL% €5°0- €S°0- TZ°€ 69°T- ¥I"TOT 90T 6S%¥ €5 00 96°0 0°0 GT°LT STT SLS 9°6 18% 67
‘0 8% %°28% ST°0  LE£°0- TZ°€ 6T°T- G9°TO0T 907 S9% €S 250 96°0 0S°0 GL*LT 0TT GS.S 9'6 18% g7
6- I8y 0°1I87 90°T- %0°0- [Z°E€ ET°0- €8°C0T 60T 29% %S TO'I- 86°0 00°T- GST°LT SIT SIS 8°6¢ T6Y LT
9T T6Y v'Tev TLTT  T¥Y'0  LT°€ 6C°T 96°C0T €0T %6% 1S 26T  S6°0 CZ°T GT°8T 0CT S79 G'6 GS/v 97
0 SLY %°9Ly %10 Tv°0  LT°€ 6C°T 96°¢0T €0T ¥6% IS 92°0- G6°0 G2°0- SL°9T OTT SIS S'6 C/b G2
LT SLy 0°SL% ¥8°T  TT°c  S0°€ 9%°9 L9°TOT 96T TIS 8% [LT'0- ¢6°0 GZ°0- 00°LT STIT 0SS 76 8S% vt
0 87 L°09% 82°0 69°T GO°E €0°S %Z'00T 96T ¥6% 8% 9¢°TI- 26°0 SZ'T- 00°9T SOT 0SS z'6 8sY €2
- 0 86% ¥°99% 16°0 8T'T G0°€ 09°€ 18'86 96T LL% 8% [T'0- ¢6°0 S$Z'0- 00°ZT OIT 009 z'6 8S% gz
me 0 8SY% L°%9% TL°0  TL°0 S0°€ LTI°CT 6€°L6 96T 09% 8% 0°0 26°0 0°0 ST°LT OTT S29 T'6 8SY 1z
0 857 ¥°SS% 0L°0- "%2°0  S0°€ %L°0 96°S6 96T €¥¥ 8% ¢S°0- ¢6°0 0S°0- SZ'9T SOT S29 Z°6 8S% 0t
& 6- 867 T°8G% ¥0°I- 0€°0 CI'E€ €6°0 TT°'S6 00T LT% 0S %E€'I- %6°0 S¢°T- SZ°LT OTT SZ9 +°6 89% 6T
Y ‘0 89% %°99% 9T°0- TTI°0 CI'E %€°0 €9°%6 00T OT%¥ 0S [Z°0- %6°0 GZ°0- SZ°8T STT S/9 %' 89% g1
‘0 89% 9°%L% TL'0 80°0- TI'€ GT°0- ¥0°¥6 00T €0% 0S5 08°0 %6°0 C/°0 GT°6T GCT GL9 %°6 89v /1
“TI- 89% 6°L9% CC°T- 0L°0- 0T°€ GT°C- 62°%6 ¥%0T S8E ¢S 7S°0- 96°0 0S°0- 0S°ST STIT 00/ 9°6 08% 91
‘0 08% T°%L% LS°0- LG'0- 0C°€ €8°T- T/°%¥6 %0CT 06€ 2S5 0°0 96°0 0°0 00°6T 02T 00/ 9°6 08% <cIT
0 087 6°CL% 0L°0- ¥#%°0- 0T'€ T%'T- €1°G6 %0T S6€ TS 92°0-~ 96°0 G¢°0- SL°8T SIT S2. 9°6 08% %1
1= 087 976L% £%°T- 8T'T- 6C°€ 88°¢- €5°96 60T L8€ %S GST°0- 66°0 SZ°0- 00°6T SIT 0S. 6°6 ey €1
0 76% ¥°%8% 66°0- 69°0- 6C't 8T'C- €1°86 60T 90% %S SZ'0- 66°0 S2°0- 00°6T SIT 0OS/ 6°6 6% 7T
‘0 76% L7987 TL°0- TC°0- 6C°€ 89°0- €766 60T ST% %S TS°0- 66°0 0S°0- SL°8T OTT SiL 6°6 ey TT
"¢T %6% L°€6% T¢°T T9°0- TZ°€ G6°T- T%'00T G0T 9S% ¢S 28'T 96°0 G/°T ST°6T STIT SLL 9°6 g8% QT
0 ¢8% 0°€8% 60°0 Z¥'0- TZ°€ 9€°TI- 00'TOT SOC €9% 2S 2S°0 96°0 0S°0 00°8T GOT 0SL 9°6 z8% ¢
0 8% 8°6LY ¥T°0- %T°0- TT°€ 8L'0- 6S°TI0T G0Z 0L% 2§ 0°0 96°0 0°0 0S°LT GSOT 00/ 9°6 8% g
0 ?8% G°T8% 90°0- 90°0- TZ°€ 6T°0- LT°ZO0T SOT 4ZL% TS 0°0 96°0 0°0 0S°LT 00T O0S.L 9°6 8% ¢4
o) ¢8%7 8°06% 06°0 TI'0 TTZ°€ U%°0 9L°T0T SO0Z %8% TS 8/°0 96°0 S.°0 GZ'8T SOT GLZL 9°6 z8% g9
€T ¢8% T°e8% TE'T 6L°0  €T°€ 9%°CT 9€°T0T 00Z %05 0S €S°0 %6°0 0S°0 0S°LT 00T 0SL %6 69% ¢
0 69% 9°GL% €9°0 €9°0 €TI°€ 96°T 98°TOT 00Z 86% 0S 0°0 %6°0 0°0 00°LT G6 0SL %6 697 v
0 69 9°9L% €470 9%°0 €T°'€ SH°T GE'TIOT 00T ¢6% 0S [Z2°0 %6°0 SZ°0 GZ'LT 00T GSZL %'6 69% ¢
0 697 0°SL% LS°0 0€°0 €TI°€ S6°0 G8°00T 00T 98% 0S [2°0 %6°0 6Z°0 ST°LT 00T S2L ¥%'6 69% ¢
0 697 O0°TIL¥ %¥1°0 %T°0 €T°€ S¥°0 GE'00T 00 08% 0S5 0°Q %6°0 0°0 00°LT 00T 00L %6 69% T
01T4d TIAET DATEA INVADI INVADX dVISX XITad X T ¥ 1 INVADX ¥VISA AI13d i S ada 94k qiod g

i
!
I
1
Q
PAFulText provided by ERIC

|
{
11
i
i
!
,
g
;
.
f
k,
2
b3
:
5
f
f
&
:
;
&
f.
£

E




Al

sty

&

8
g
"

i
b
v
&
I

P K VRS e n r e Ay e R

-390~

value during month 24 than was the information that generated TQUANT = 1.22
during month 36 since the former resulted in a production level change of
+17 while the latter resulted in a change of only +11. Notice, however,
that such a comparison of sets of information defined at different points
in time is of little or no real value in view of the time-~dependent defini-
tion of information posed. A comparison of different sets of information
defined dqring the same time frame would certainly be of merit; such a
comparison is possible in this case by examining XQUANT and YQUANT. For
example, consider month 32 of the sample trial given in Table 1. Which

of the following data sets contains more relevant information?

Set I: the Dow-Jones Average is 625 points; the market
price of the firm's stock is 120 dollars.
Set II: the inventory level is 53; the amount of raw materials
available is 441; the amount of labor available is
206 men.
The fact that XQUANT is -1.00 (the sign indicates only the direction in
which production would be affected by this information) while YQUANT is
+1.04 indicates that Set I contains slightly more relevant information.
Notice that during month 26 the Dow-Jones Average and the market
price of the stock are identical to those of month 32. Hence, the data
content of these sets during months 26 and 32 are identical. However,

since YQUANT is +1.32 during month 26 and +1.04 during month 32, the

information content of identical data is clearly not the same. The time-

dependence of information is again emphasized.
It becomes clear that defining "information" and "a quantum of
information'" as has been done facilitates a significant and useful quanti-

tative analysis of the interrelationship of information and decision making.
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Incidently, Table 1 also contains 36 "informon vectors" (at
time t, the values of XSTAR and YSTAR are the xt—informon and the yt—informon
respectively); taken together these 36 vectors comprise the "informon matrix"
for the 36-month dynamic decision-making situation in question. Hence,
the notationally convenient matrix representation of the various informons,

as outlined previously in Section 2 has been achieved in the simulation.
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| 6. SOME GENERAL IMPLICATIONS OF THE STUDY

A good deal of the contemporary literature on information
systems contains authoritative opinions about those areas toward which
research efforts should be directed. The purpose of this concluding
section is to point out some of these areas and to draw any possible
correlations between these needs and the implications of the approaches
taken in this study.

6.1 Toward an Integration of Information
and Decision Making

A description of the management information system research pro-
gram contained in a report to the National Science Foundation (10) states:
"... the program is concerned with the identification and formulation of
information requirements for decision making and the relationship between
these two important areas." Certainly the rather precise description of
this interrelationship given for the particular decision-making situation
discussed in this paper would seem to offer a viable avenue of approach.
Both the conceptual description of information as the key resource or
"input'" for a decision process and the precise quantitative analysis con-
tained in the simulation would seem to be of value.

With respect to the quantitative analysis, it is significant to
note that the need for the development of refined measures of information
content and information flow in a management information environment has
been cited (9): Davidson and Trueblood (4) also make note of the need
for an integration of the concepts of information and decision making when

they advise the accounting faction to concern itself with integrating in-

formation flows with decision centers and decision requirements.
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6.2 On the Structure of this Model in a
Management Information Environment

With respect to the structure or overall conceptualization of
the particular model discussed in this paper, it is of jinterest to note
that almost all of contemporary MIS literature offers cupport to the con-
ceptual components present. To be accurate, of course, it must be re-
emphasized that the model discussed in this paper was cast in the con-
ceptual framework of the generalized information system model proposed by
Yovits and Ernst (8). The structure offered by this model contains the

three basic components that should be, it would seem the basic skeleton

" of a management information system:

(1) The Information Acquisition and Dissemination component
(IAD). This component is the integral part of an MIS
that is often loosely referred to as 'the information
system." The role of this component is paramount,
well-accepted, and, it would seem, needs little or no
justification.

(2) The Decision Making/Maker component (DM). Allusions have
already been made to the fruitfulness that can be achieved
by approaching the problem of information transfer from a
decision-oriented point of view. References (1) through
(4) and (8) all clearl& state that the need for approaching
MIS development in this way.

«(3) The Transformation component (T). This component makes
explicit the feedback relationship that must be present in

a control system configuration. The cornerstone assertion

of industrial dynamics, that organizations are most effectively

42
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viewed and managed from a control system perspective (7),

would seem to justify the need for such a component in a
decision-oriented MIS. 1In Reference (1) Ackoff supplements
this by commenting, "Information systems are subsystems of
control systems. They cannot be designed adequately with-
out taking control into account." Furthermore, it is clear
that if an MIS is to possess the dynamic characteristics

of flexibility, adaptivity, and adjustability, then the
role of the control or "transformation" component is
certainly significant.

Roberts (7) cites a need for integrating all three of the above
components in a system concerned with the flow of management information
by his assertion that decisions are the controllers of the flow of infor-
mation between organizational components. Hence, it would seem that the
model provides a well-justified framework within which a management decision-

making situation can be analyzed.

6.3 TIAD Design Implications

Before addressing this question, it might be well to emphasize
the critical importance of the need for research developments and endeavors
in this area. The Society for Management Information Systems recently
published the results of a survey (9), one purpose of which was to rank
via "importance ratings' potential MIS research projects. It is of interest
to note that out of twenty-six projects listed, the following ranked first:
"Development of methods for determining what the content of an information
system should be."

At this point it should be clearly stated that any design*
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implications that can be discussed as a result of the work on this model
must necessarily be limited to the domain of, at best, rather routine,
repetitive type of decisions cast in limited uncertainty conditions. More
precisely, the scope of the discussion must be limited (as was the specific
model analyzed) to those decision making situations which can be adequately
modelled mathematically. Ackoff (1) points out that "one cannot specify
what information is required for decision making until an explanatory model
of the decision process and the system has been constructed...." And,
obviously, the very foundation on which the analysis of the model con-
sidered in this paper is based is that the informational requirements for
the production control problem in question are precisely specified. At
any rate, this critical restriction in the scope of this discussion needs
to be clearly understood.

Now consider some of the common deficiencies of information
systems today:

Over-information. The DM may have too much irrelevant information

available; both cost savings and a less—cluttered decision process would
result if the IAD disseminated only "relevant information" (as it is de-
fined in this paper); fhat is, data must be filtered by the IAD and divested
of non-information. Furthermore, only information with more than one "total-
informon'" need be considered by the DM. When a precise mathematical de-
scription of the decision process is possible, this approach certainly

seems to have merit with respect to this over-information phenomenon.

Under-information. The DM may have too little relevant infor-

mation available. It would seem that at the very heart of this deficiency
is the problem of inadequate specificationAof the informational needs for

the particular decision at hand. The approach to this problem that seems
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most feasible at this time is to isolate initially each of the decisions
for which the information system is to provide information. A complete
analysis of each decision and its informational needs independent of all
other decisions would seem to be a viable approach. Then, once these
separate information needs are precisely determined, a careful integration
and/or synthesis of the individual IAD's that will comprise the inforwmation
system can be considered in an attempt to eliminate duplications, to reduce
cost and effort, and to insure that cost and effort requirements of each
IAD is proportionate to the importance of the decision which it serves.
While this approach may well be more expensive than others, it may, none-
theless, result in the best possible information configuration being dis-
seminated from each IAD in the information system.

Along this same line it should be noted that once the infor-
mational requirements for a given decision are determined, source input/
output analysis may be a particularly useful tool in the design of the
associated IAD. For instance, having determined the domain of the decision
rule, only those data which are in the domain of that particular decision
rule need to be collected; all other data collected at that time will
be of no value (for that particular decision, that is--hence, the need
for a conceptually independent IAD for each decision is implied) and would
constitute a waste of time, money, and effort--as would subsequent storage

of the "non-informative data."

Untimely information. It would seem that the obvious dilemma

here could be substantially alleviated by the formulation of an adequate
timeliness~of-information measure of one sort or another. The time
dependency of information as it is defined in this paper would certainly

appear to be a quantitative and qualitative possibility in this direction.
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The joint consideration of both content and timeliness in the procedure
used to determine the values of XQUANT, YQUANT, AND TQUANT in the simulétion

would seem to endow this type of measure with the necessary characteristics.

6.4 Conclusion
Those items discussed in this final section entitled "General
Implications of the Study" are recognized to constitute only a portion of
those concepts that are in need of research and analysis before truly

effective generalized information systems in a management decision-making

environment can be developed. Furthermore, the "implications" are largely

the result of the analyses performed on a well-defined, hypothetical pro-

duction control system—-clearly not an adequate foundation from which valid

generalizations can be inductively extracted. Nonetheless, it would seem

that some of the concepts, correlations, and general implications that have
been pointed out in this study may well have at least some merit in refining

those theoretical bases upon which generalized information systems must be

built.
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APPENDIX

The Derivation of the Utility Function

The utility function to be discussed is quite arbitrary; the
main purpose for its existence lies in its usefulness as a means of com-
paring the results of various experimental perturbations and additions
to the model. Consequently, although an attempt has been made to define
this function in a precise and reasonable manner, no claim is made con-
cerning the adherence of the function to, for instance, the rigorous
principles governing the formulation of a Von Neumann-Morgenstern
utility function. (The degree of variability present in the 5-dimensional
"states of nature space' would make such a rigorous formulation extremely
difficult and excessively time-consuming in view of the scope of this
study.) Neveftheless, it is argued that the utility function derived
in this section is suitable for the purpose at hand and that this function
was formulated with sufficient inituitive rigor to exhibit the behavioral
. characteristics expected of a payoff structure -- i.e., actions which seem
intuitively favorable under certain states of nature are rewarded more
than less-favorable actions under the same conditions.

The utility associated with the outcome of a given decision is
a function of the action taken and the state of nature. Instead of being
considered the absolute production change I(Aq)tl or even the directional
production change + (Aq)t, the "action" taken at a given time t is defined

as the relative (percent) production change at time t: (Aq)t Similarly

Q-1
the 5-triple vector representing the state of nature at time t will con-
. . . (Ad)
sist of the relative changes in the Dow-Jones Average t s
d
t_
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(8s) (Ai)t
the (stock) sales price " » the inventory level s the raw
t-1 tt-1
(Ar)t (Al)t
materials level - , and the labor available 1
t-1 t-

In arriving at a feasible utility function of these parameters,
each component of the state-of-nature vector was considered separately
with the action taken. Hence, essentially five independent utility
functional relationships were formulated -- each of which has a range of
values on [ -1.0, 1.0]. One-fifth of the sum of these components then
constituted the composite utility function.

Although the independence assumption is an obvious simplification,
it is argued that such an assumption does not taint the information quantifi-

cation analyses since the entire study is performed in an admittedly hypo-

thetical world.
(8q),

If the action taken at time t is represented by B = p

t-1

(recall that B will never be zero since a zero value, by definition,

corresponds to "mo action taken"), then the five components of the utility

function U are defined by:

0, Al = 0
. (8d)
U, (Al’B) = Ai/ZB, |A1| < |B] where A, = dt_l

28/A;, |Al > |B]

1|
e.g., if the Dow-Jones Average dropped 10%,
a production change of -5% would yield a utility

of 1.0 whereas a change of +5% would result in

a utility of -1.0.

43




._449_
0, lA l = O
’ (8s)
U2 (AZsB) = AZ/B, |A2| = lBl where A2 = St_l
O, lA I = O
’ (81)
U, (Ag.B) =4 AgB Al < |B|  where A, = o
-T-B/A3 |A3| > |B]
0, la,| = o0 ‘
: (Ar)t ;
U4 (AlpB) = A4/B |A4| < IBI where A4 = rt—l |
B/a, 14,1 > |[B] 3
0, - |A5| = 0 ‘
(a1) ,
Us (Ag,B) =1 2445/38 lacl < |B|  where A = T
38/24 |As| > B

The resulting composite utility function is then given by

A ,A

=1
U(A 5A,5Aq54,,A53B) = 5 [U}» (A sB)+ ... +Ug(Ag,B)].
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